Here we used time-lapse two-photon microscopy of pyramidal neurons in layer 2/3 of developing rat barrel cortex to image the structural dynamics of dendritic spines and filopodia. We found that these protrusions were highly motile: spines and filopodia appeared, disappeared or changed shape over tens of minutes. To test whether sensory experience drives this motility we trimmed whiskers one to three days before imaging. Sensory deprivation markedly (~40%) reduced protrusive motility in deprived regions of the barrel cortex during a critical period around postnatal days (P)11–13, but had no effect in younger (P8–10) or older (P14–16) animals. Unexpectedly, whisker trimming did not change the density, length or shape of spines and filopodia. However, sensory deprivation during the critical period degraded the tuning of layer 2/3 receptive fields. Thus sensory experience drives structural plasticity in dendrites, which may underlie the reorganization of neural circuits.

More than 90% of excitatory axodendritic synapses in the mammalian cortex occur on small dendritic appendages called spines. During development the emergence of spiney dendrites is preceded by a period when dendrites are studded with filopodia, relatively long (up to 10 μm) actin-rich protrusions which often make several synapses. In the cerebral cortex the presence of dendritic filopodia coincides with an intense burst of synaptogenesis. In cultures of developing hippocampus, dendritic filopodia are highly motile and initiate contact with axons, leading to synapse formation. Mature spines, on the other hand, are structurally relatively stable. These observations support the idea that filopodia actively search for presynaptic partners and might in fact be precursors of mature spines. Filopodia and spines sprout in response to strong synaptic stimuli that produce long-term potentiation, suggesting that such motility may be an important aspect of activity-dependent synaptic plasticity.

To explore the role of protrusive motility in the plasticity of neural circuits, experiments in the intact brain are necessary. For this purpose we imaged the dynamics of spines and filopodia in the developing primary vibrissa (barrel) cortex of the rat. Modulating the sensory input to the barrel cortex by trimming whiskers changes the response properties of cortical neurons. This allowed us to examine the effects of the rat’s sensory experience on the structure and dynamics of spiny protrusions as a substrate of experience-dependent plasticity.

To label neurons for fluorescence imaging we injected a suspension of Sindbis virus containing the gene for enhanced green fluorescent protein (SIN–EGFP) along the medial edge of the barrel cortex. Typically tens to hundreds of neurons, distributed over all cortical layers and over one to three barrels, were infected by the virus. One to two days after infection, EGFP had reached concentrations sufficiently high for imaging. Visualized with a custom-made two-photon laser scanning microscope, infected barrel cortex neurons showed bright EGFP fluorescence that was distributed homogeneously throughout their dendritic and axonal arborizations (Fig. 1a). High-resolution structure could be seen down to the level of dendritic spines and presynaptic terminals (Fig. 1b).

We examined the structures of layer 2/3 pyramidal neurons, as they are within easy reach of our imaging technique (imaging depth < 600 μm) and also because in the adult they show the most pronounced form of experience-dependent plasticity. In addition we focused our observations on postnatal day 8 to 18, a period that spans the development of much of the intracortical circuitry.

To characterize the dynamics of spiny protrusions in vivo we performed time-lapse imaging in anaesthetized rats (Fig. 2A, B). Small image stacks containing a particular dendritic branch were typically collected at 10-min intervals for at least 90 min (Fig. 2Aa, Ba). Motility was quantified by measuring the length of individual protrusions as a function of time (Fig. 2Ab); occasional experiments with more frequent data collection (1 min) showed little additional structural change over shorter timescales (Fig. 2Ab). To describe the structural dynamics for an individual protrusion we use the average change of length per sampling interval (micrometres per 10 min).

Time-lapse imaging revealed that spines and filopodia are highly motile in vivo (Fig. 2A–C). They changed length and shape over tens of minutes. In addition to length and shape changes, a significant proportion (2–20%) of protrusions appeared or disappeared during the observation period (Fig. 2A, B). The largest motility was observed in the youngest animals probed (P8–12; Fig. 2C). At these ages dendritic structure was characterized by numerous irregular spiny protrusions, with a relatively large fraction of long filopodia (length >4.5 μm; ~6–7%; Fig. 2D). With increasing age protrusive motility decreased (Fig. 2C). In older animals (P16–19) dendritic structure was characterized by spines typical of mature dendrites (Fig. 2Ba), with relatively few long filopodia (1–2%; Fig. 2D).

Previous in vitro studies have established that the protrusive motility of spines and filopodia indicates a rapid rearrangement of synaptic connections and neural circuitry. To investigate the role of sensory experience in this plasticity we examined the effects of sensory deprivation on the structure and dynamics of spiny protrusions. Deprivation was induced 1–3 days before imaging by trimming all large whiskers (columns 1–4, α–δ) on one side of the rat’s muzzle, contralateral to the injection site. We compared dendritic structure and dynamics under three conditions (Fig. 3a). To assess the effects of deprivation, imaging was performed in control (left, ‘in, control’) or deprived (middle, ‘in, deprived’) barrel cortex. To test whether the effects of deprivation are specific to the deprived input, imaging was performed in the trunk, back and head regions of somatosensory cortex, <1 mm medial to deprived barrel cortex (right, ‘out, deprived’). The locations of
Figure 1 High-resolution imaging of barrel cortex neurons infected with SIN-EGFP in vivo. a, Left, schematic representation of the barrel field. Injections were made along the medial edge. Right, 2PLSM image of cluster of infected layer 2 neurons (white arrowheads) with basal dendrites (P11, 2 days after infection; projection of 30 sections, 220–280 µm below the surface of the brain). Note the cross-sections of thick apical dendrites belonging to deep pyramidal cells (grey arrowheads). b, High-resolution 2PLSM images showing apparent contact between a dendritic segment and an axon. Four optical sections separated by 1 µm are shown.

Figure 2 Motility of dendritic protrusions and their developmental regulation. Aa, Ba, Time-lapse image sequences showing growth, retraction and other shape changes of dendritic protrusions (time stamps are in min). Coloured arrows point to protrusions that are analysed further in the right panels. Conditions: A, imaging rate 1 min\(^{-1}\), P11, control; B, imaging rate 1/10 min\(^{-1}\), P17, control. Ab, Bb, Time courses of length of selected protrusions. C, Development of motility of protrusions. Measurements in barrel cortex of control animals (closed circles) and outside barrel cortex in deprived animals (open circles) are shown. D, Fraction of protrusions classified as filopodia (length >4.5 µm).
imaged neurons with respect to barrel cortex were determined histologically (Fig. 3b). In addition, we performed experiments on three age groups: during (P11–13), before (P8–10) and after (P14–16) a brief period of rapid synaptogenesis (P11–14) when cortical synapse number increases by 400%. Concurrent with this rapid synaptogenesis rats begin to use their whiskers in exploratory behaviours.

Time-lapse imaging revealed that protrusive motility is modulated by previous experience, but only during a brief cortical critical period, P11–13. During this period, deprivation caused a large decrease in motility (Fig. 3c; −37%, corrected for baseline movement; control, 0.40 ± 0.01 μm per 10 min; deprived, 0.29 ± 0.01 μm per 10 min). Analysing different classes of protrusions separately revealed that deprivation significantly reduced the motility of long filopodia (Fig. 3d; −49%; control, 0.81 ± 0.04 μm per 10 min; deprived, 0.46 ± 0.06 μm per 10 min) as well as spines (Fig. 3e; −36%; control, 0.34 ± 0.01 μm per 10 min; deprived, 0.25 ± 0.01 μm per 10 min). Protrusions located in regions adjacent to deprived barrel cortex did not show reduced motility (Fig. 3c–e), indicating that the effects of sensory deprivation are specific to the deprived region of the cortex. Experiments in older (P14–16; Fig. 3f) and younger (P8–10; Fig. 3g) animals also failed to show experience-dependent effects on protrusive dynamics; similar results were found when spines and filopodia were analysed separately (data not shown).

As deprivation reduces protrusive motility at P11–13, it might be expected that deprivation would perturb the shapes and densities of dendritic protrusions. But comparing dendrites in deprived and control barrel cortex at P11–13 revealed that deprivation produced no obvious differences in spiny structure on average (Fig. 4a, b). The densities of protrusions (Fig. 4a), distributions of protrusion lengths (Fig. 4b) and distributions among different morphological classes of protrusions (Fig. 4c, d) were unchanged by sensory deprivation. Similar results were obtained for older (P14–16) and younger (P8–10) animals (data not shown). Thus, there is a critical period (P11–13) when experience can influence the stability of dendritic protrusions in layer 2/3, without perturbing their density.
discrepancies between these in vitro studies and our in vivo observations. Consistent with previous studies\(^{16,11,12}\), we find that dendritic filopodia are especially common during periods of rapid synaptogenesis (Fig. 2D).

Sensory deprivation can depress the motility of spines and filopodia (Fig. 3c–e) but does not appear to change the average structure or density of these protrusions (Fig. 4). These results indicate that sensory deprivation does not modulate synapse number itself, but perturbs the experience-dependent rearrangements of synaptic connections required to form precise sensory maps. However, further experiments will be necessary to establish the connection between protrusive dynamics and synaptogenesis directly. Our observation of experience-independent dendritic structure is consistent with anatomical studies showing that sensory deprivation during development does not change synaptic densities in visual\(^{20}\) or barrel\(^{21}\) cortex. Experience-dependent modulation of dendritic motility is limited to a sharp critical period (P11–13) and sensory deprivation during this period is associated with defective development of layer 2/3 sensory maps (Fig. 5A–C) (see also refs 28, 29). It should be noted that the critical period we describe is distinct from the perinatal critical period during which barrel structure can be modulated by damage to the sensory periphery\(^{30}\). Thus, sensory experience drives dendritic motility that is involved in the reorganization of cortical circuits, probably by competition between barrels\(^{18}\). As protrusive motility correlates with rates of synaptogenesis\(^{13}\), our study implies that experience-dependent plasticity may, at least in part, be encoded by formation of new synaptic connections rather than modification of existing synapses\(^{2}\).

**Methods**

**Infection of neocortical neurons in vivo**

All surgery was performed in accordance with the animal care and use guidelines of CHSL. One to three days before imaging, rats (n = 45) were anesthetized with a ketamine/xylazine cocktail (ketamine: 0.56 mg g\(^{-1}\) body weight; xylazine: 0.03 mg g\(^{-1}\) body weight). Glass pipettes (tip diameter 12 μm) were used to inject virus (SIN-EGFP) into the brain parenchyma. Sensory deprivation was initiated by trimming (to <1 mm) all large whiskers (columns 1–4, α–δ). The effects of trimming 1, 2 or 3 days before imaging were indistinguishable (data not shown). The age groups for the deprivation experiments at the time of imaging were as follows (number control/number deprived): P8±10, 4/5; P11±13, 7/10; P12–13, 5/9; P14±16, 5/9. Levine’s test (analysis of variance on absolute deviations) revealed that individual animals at the same age and in the same treatment group were not significantly different (P = 0.15). We therefore quote the number of protrusions as the sampled size, n.

We tested whether the viral protein itself could produce abnormal morphology. Dendritic morphologies of neurons infected with SIN-EGFP were compared with neurons labelled with DiO. No differences were found up to four days after infection (data not shown).

**In vivo two-photon laser scanning microscopy**

At least one day and not more than three days after infection, rats were anesthetized with ketamine/xylazine and prepared for imaging as described\(^{20}\). In vivo 2PLSM imaging was achieved using a custom-designed microscope. The specimen was rigidly attached to the optical bench for maximal stability. As a light source we used a Ti:sapphire laser (Tsunami, Spectra Physics) pumped by a 10-W solid state laser (Millenia X, Spectra Physics). The objective (40×, 0.8 numerical aperture) and scan lens were from Zeiss, the trinoc from Olympus and the photomultiplier tube from Hamamatsu. Image acquisition was achieved with custom software (Bell Laboratories, Lucent Technologies).

**Data acquisition and analysis**

In each animal 3–4 regions (field of view 110×110 μm\(^2\)) were selected for imaging, each containing 1–3 analysed dendritic branches (length 4 ± 1 μm, mean ± s.d., n = 290). Small image stacks (10–20 images, z-spacing ~1 μm) were collected in each region every 10 min. More than half of the imaged dendrites were from identified layer 2/3 neurons. The somata belonging to the other half of the dendrites could not be positively identified; a small fraction could have been from layer 5 neurons.

Images were analysed off-line, essentially unpreserved, using custom software. The analyser was blind to the location of the injection (within or outside the barrel field). The numbers and lengths (base to tip, lower limit ~0.2 μm) of protrusions were measured, keeping track of the rates of individual structures. Conservative criteria were used to define filopodia as protrusions that reach a length of at least 4.5 μm during the observation period. Structures were classified as spines if their lengths never exceeded 2.5 μm. Published criteria were used to group spines into morphological classes\(^{6}\) (Fig. 4c, d). Structural measurements were done in small projections (~5 sections). Protrusions that pointed up or down from the dendrite were not detected because of the limited z-resolution (~2 μm) of our microscope. As measurements were done in two-dimensional projections, the quoted lengths of protrusions constitute an underestimate of the true lengths.

To characterize movement associated with breathing or heartbeat we imaged individual dendritic segments rapidly (every 20 s). This sampling interval is sufficiently long for breathing (~5 Hz) and breathing (~2 Hz) movement to produce displacement. Little movement was observable over these timescales (0.1 ± 0.02 μm per 20 s). This number is equal to the measurement error, characterized as the s.d. of the length measurement for the same structure measured repeatedly in the same image (1.0 ± 0.1 μm). Therefore the larger dynamics we observed over longer timescales were due to dendritic motility. Measures of structural dynamics for protrusions were computed as \(|\Delta L| / \left(\langle L^2 \rangle - \langle L \rangle^2\right)^{1/2} \cdot c_s = T^2 / 2\). T is the observation period, δ is the time interval between time points, and N is the number of intervals (N = T/δ).

One concern is that our measurements may have been perturbed by the effects of anaesthesia. Addressing this issue will ultimately require imaging in awake animals. However, in control experiments in which the number of animals (n = 2), anesthetic with a different pharmacological profile than ketamine, we find similar protrusive motility (ketamine 0.41 ± 0.01 μm per 10 min; urethane 0.45 ± 0.04 μm per 10 min, P11–13). Therefore it is unlikely that specific pharmacological effects due to the anaesthetic have perturbed our results. Tests for differences between populations were performed using the t-test unless indicated otherwise. Significance levels were set at P = 0.05. Measurements are given as mean ± s.e.m., unless indicated otherwise.

**Intracellular recording in vivo**

Rats (P13, n = 9; P15, n = 15) were anaesthetized by intraperitoneal injection of urethane (1.5 mg g\(^{-1}\) ). The experimenter was blind to the deprivation. A sharp microelectrode (1 M potassium acetate) was inserted into the supragranular layer of the barrel field. All neurons (1–2 per animal) were regular spiking with somata between 200 and 500 μm below the pia and in layers 2/3. Sensory maps were constructed in P15 animals by stimulating whiskers with a piezoelectric actuator with 200 ms deflections at 1 Hz, for 10–30 trials. The response was defined as the PST amplitude.
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Ion-selective channels enable the specific permeation of ions through cell membranes and provide the basis of several important biological functions; for example, electric signalling in the nervous system. Although a large amount of electrophysiological data is available, the molecular mechanisms by which these channels can mediate ion transport remain a significant unsolved problem. With the recently determined crystal structure of the representative K⁺ channel (KcsA) from Streptomyces lividans, it becomes possible to examine ion conduction pathways on a microscopic level. K⁺ channels utilize multi-ion conduction mechanisms, and the three-dimensional structure also shows several ions present in the channel. Here we report results from molecular dynamics free energy perturbation calculations that both establish the nature of the multiple ion conduction mechanism and yield the correct ion selectivity of the channel. By evaluating the energetics of all relevant occupancy states of the selectivity filter, we find that the favoured conduction pathway involves transitions only between two main states with a free difference of about 5 kcal mol⁻¹. Other putative permeation pathways can be excluded because they would involve states that are too high in energy.

The KcsA channel is a membrane-spanning tetrameric assembly with a narrow selectivity filter for permeating ions near its extracellular side, as well as a relatively large water-filled cavity near the centre of the membrane (Fig. 1). These two structural features provide a stabilizing environment for ions passing through the channel that allows them to surmount the high energy barrier otherwise imposed by the nonpolar membrane interior. The filter region, which corresponds to the highly conserved signature sequence (TVGGY), comprises four more-or-less distinct binding sites that are occupied by ions or water molecules. These sites are separated by 3.4 Å, 3.9 Å and 3.3 Å in the crystal structure (Protein Data Bank [PDB] entry 1bl8) which sterically allows their simultaneous occupation by four particles (K⁺ ions or water molecules, both with a typical radius of 1.4 Å). This four-site structure gives rise to 16 theoretically possible loading states of the filter (Fig. 2). The main problem in determining the ion conduction mechanism is thus to find the energetically most favourable pathway that connects a subset of these states in a cyclic fashion, resulting in a net translocation of ions across the membrane. It may be seen from the combinatorial scheme that there are several possible permeation cycles of varying complexity, involving different number of loading states. We consider here the inward flux direction as observed in typical patch-clamp experiments under hyperpolarized conditions. Figure 2 depicts only the pathways that result from ‘single-file’ movement through the selectivity filter; that is, ions/waters occupying the four filter positions will then all be shifted inwards one step as an ion or water molecule moves into the first position, and the species occupying the fourth position is released into the cavity region.

Experimental current–voltage relationships for typical K⁺ channels (including KcsA), as well as gramicidin, yield conductance values in the tens of picosiemens range. These results are interpreted in terms of kinetic barrier models for ion permeation, activation free energies of around 5–7 kcal mol⁻¹ are predicted. Although the qualities of different models for ion permeation are still under debate, this type of estimate does establish an upper limit for the energy barriers involved in the process. To find the operational translocation mechanism for K⁺ ions, we calculated the relative free energies of different configurations in Fig. 2 with the molecular dynamics (MD) free energy perturbation (FEP) technique. This involves the evaluation of free energies of binding ions from an external solution, as well as of permuting ion and water positions inside the filter. In all simulations the channel tetramer...
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